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#### Abstract

Platoon formation with connected and automated vehicles (CAVs) in a mixed traffic environment poses significant challenges due to the presence of human-driven vehicles (HDVs) with unknown dynamics and control actions. In this paper, we develop a safety-prioritized receding horizon control framework for creating platoons of HDVs preceded by a CAV Our framework ensures indirect control of the following HDVs by directly controlling the leading CAV given the safety constraints. The framework utilizes a data-driven prediction model that is based on the recursive least squares algorithm and the constant time headway relative velocity car-following model to predict future trajectories of human-driven vehicles. To demonstrate the efficacy of the proposed framework, we conduct numerical simulations and provide the associated scalability, robustness, and performance analyses.
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## 1. Introduction

The emergence of connected automated vehicles (CAVs) introduces a novel mobility paradigm that enables efficient communication and real-time computation of control actions to optimize vehicle performance, traffic efficiency, and other associated benefits. Lately, several efforts have been reported for real-time coordination of CAVs in different traffic scenarios such as on-ramp merging roadways (Ntousakis, Nikolos, \& Papageorgiou, 2016), roundabouts (Bakibillah, Kamal, Tan, et al., 2019), speed reduction zones (Malikopoulos, Hong, Park, Lee, \& Ryu, 2019), signal-free intersections (Mahbub, Zhao, Assanis, \& Malikopoulos, 2019; Malikopoulos, Beaver, \& Chremos, 2021) and corridors (Mahbub, Malikopoulos, \& Zhao, 2020; Zhao \& Malikopoulos, 2018). However, these approaches are developed with the assumption of a $100 \%$ CAV penetration rate which is far from being realizable in the near future; see Alessandrini, Campagna, Delle Site, Filippi, and Persia (2015). Hence, addressing the safe and efficient operation of CAVs in a mixed traffic environment where CAVs and human-driven vehicles (HDVs) co-exist is necessary.

The presence of HDVs poses significant challenges to the CAVs related to modeling and control due to the stochastic and diverse

[^0]nature of human-driving behavior. Recently, there have been several control approaches proposed to address the motion planning and control of the CAVs in different mixed traffic scenarios, such as model predictive control (Leung et al., 2020; Mahbub, Le, \& Malikopoulos, 2022; Wang, Zheng, Xu, \& Li, 2022), learning-based control (Chalaki et al., 2020; Valiente, Toghi, Pedarsani, \& Fallah, 2022; Wu, Kreidieh, Parvate, Vinitsky, \& Bayen, 2021), gametheoretic control (Chandra \& Manocha, 2022; Liao et al., 2021), and socially-compatible control (Le \& Malikopoulos, 2022; Ozkan \& Ma, 2021; Schwarting, Pierson, Alonso-Mora, Karaman, \& Rus, 2019; Wang, Sun, Tomizuka, \& Zhan, 2021). Although these approaches have demonstrated quite impressive performance, they only address the motion planning and control problem for single CAVs, therefore, cannot exploit the potential benefits of coordinating multiple CAVs to manipulate the traffic flow and eliminate stop-and-go driving. To the best of our knowledge, coordinating multiple CAVs given the presence of HDVs still remains an open problem.

To develop a framework for efficiently coordinating CAVs in the mixed traffic environment, our hypothesis is that the motion of the HDVs must be indirectly controlled. In other words, we can use a CAV to restrict the motion of its following HDVs, thus indirectly controlling the HDVs. One approach to validate this hypothesis is to leverage the concept of vehicle platooning, where we can control a CAV to force the following HDVs to form a platoon. A platoon is a closely-spaced group of vehicles traveling in a controlled manner, which has potential benefits such as increasing traffic throughput and fuel economy; see Alam, Besselink, Turri, Mårtensson, and Johansson (2015). In this paper, in an attempt to indirectly control the following HDV trajectories,
we propose a framework for platoon formation where the CAVs are controlled to compel the following HDVs to form platoons.

A significant number of research efforts have been reported in the literature that explores various methods of vehicle platooning. Vehicle platooning can be broadly classified into two major categories: (a) platoon formation, where individual vehicles aim at creating a previously non-existent platoon or join an already existing platoon; see Beaver and Malikopoulos (2022), Johansson, Nekouei, Johansson, and Mårtensson (2018), Karbalaieali, Osman, and Ishak (2019), Mahbub and Malikopoulos $(2021,2022)$ and Xiong, Xiao, and Jin (2019), and (b) platoon control, where vehicles within an established platoon are controlled to achieve some objectives, such as string stability, safe following gap control, and coordination; see Kumaravel, Malikopoulos, and Ayyagari (2022) and Zhao, Ngoduy, Shepherd, Liu, and Papageorgiou (2018). A detailed overview of the literature on vehicle platooning can be found in some survey papers; see Bhoopalam, Agatz, and Zuidwijk (2018) and Jia, Lu, Wang, Zhang, and Shen (2016).

The problem of platoon formation, in general, has been widely studied considering $100 \%$ CAV penetration. Some approaches based on model predictive control (MPC) have been reported to guarantee string stability and safety; see Dunbar and Murray (2006), Jia et al. (2016), Zheng, Li, Li, Borrelli, and Hedrick (2016) and Zheng, Li, Li, and Ren (2017). Such control approaches, however, cannot be applied to a mixed traffic environment with a partial CAV penetration rate due to the presence of uncontrollable HDVs. The literature on platoon formation is sparse in the context of a mixed-traffic environment. One of the most important research directions toward developing a control framework for a mixed traffic environment has been the development of cruise control and adaptive cruise control (ACC) (Sharon \& Stone, 2017; Zheng et al., 2017), where a CAV preceded by a single or a group of HDVs employs a control algorithm to optimize a given objective, e.g., improvement of fuel economy (Jin, Orosz, Hajdu, Insperger, \& Moehlis, 2017), minimization of backward propagating wave (Hajdu, Jin, Insperger, \& Orosz, 2019). A variation of the ACC framework has been developed to control CAVs in a mixed traffic environment; see Chin, Okuda, Tazaki, and Suzuki (2015) and Yuan, Jiang, Hu, Wu, and Wang (2009) to tackle the HDV behavior and to ensure rear-end collision avoidance. Recently, some efforts have combined the concept of ACC with a vehicle-tovehicle communication protocol and proposed connected cruise control or cooperative ACC for the CAVs traveling within a mixed traffic environment; see Hajdu et al. (2019) and Orosz (2016). Other approaches have employed robust or data-driven MPC to ensure the safety of the CAVs in mixed vehicle platoons; see Feng, Song, Li, Zhang, and Li (2021) and Lan, Zhao, and Tian (2021). These approaches are limited to the cases where the objective is to control the ego CAV to join and/or to maintain the stability and safety of an already formed platoon.

Although the existing literature on vehicle platooning is relatively rich, most of the research efforts have concentrated on platoon formation of multiple CAVs given safety requirements with surrounding HDVs or controlling CAVs to form and maintain a platoon with the preceding HDVs. In contrast, our approach attempts to develop a control framework for platoon formation for a CAV with multiple following HDVs.

In earlier work, we addressed the problem of platoon formation in a mixed traffic network by considering that the leading CAV has either explicit knowledge of the following HDV dynamics; see Mahbub and Malikopoulos (2021), or does not have such explicit knowledge; see Mahbub and Malikopoulos (2022). In this paper, we propose a data-driven receding horizon control (RHC) framework that employs a prediction model for estimating the driving behavior of HDVs in real-time using a recursive least squares algorithm to predict future trajectories. In the proposed
framework, the objectives of the CAV are (a) to form a platoon with the following HDVs, and (b) to minimize its control effort with enhanced rear-end collision safety constraints. To the best of our knowledge, such an approach has not yet been reported in the literature to date.

In summary, the contributions of this paper are twofold: (1) a comprehensive framework for platoon formation to control the ego CAV that aims at forming a platoon with the following HDVs in a mixed traffic environment given the rear-end safety and system constraints (Section 2) along with a feasibility analysis (Lemmas 1 and 2); and (2) a data-driven receding horizon control approach (Section 3) for platoon formation, where the driving behavior of the HDVs is estimated with the constant time headway relative velocity (CTH-RV) model and a recursive least squares algorithm. Finally, we provide numerical validation of the proposed approaches along with associated sensitivity, robustness, and performance analyses.

The remainder of the paper proceeds as follows. In Section 2, we formulate the problem of platoon formation in a mixed-traffic environment and provide the modeling framework. In Section 3, we present a data-driven predictive control framework to ensure the accuracy of HDV behavior prediction to form the platoon. In Section 4, we numerically validate the effectiveness of the proposed control framework in a simulation environment. Finally, we provide concluding remarks in Section 5.

## 2. Problem formulation

We consider a scenario where a group of vehicles, consisting of CAVs and HDVs, are traveling on a roadway, as shown in Fig. 1. We assign unique integer identities to the vehicles considered for the platoon formation problem as follows: (a) the ego CAV, which has the objective to form a platoon with its following HDVs, is indexed by 1 , (b) the preceding vehicle (PV) of CAV-1 is index by 0 , and (c) the HDVs following CAV- 1 are indexed by the order of their distance from the ego CAV as $2, \ldots, N, N \in \mathbb{N}$ (see Fig. 1). The objective is to control the leading CAV to form a platoon with the following HDVs that satisfies the system constraints and ensures safety in terms of rear-end collision with the preceding and following vehicles.

Next, we define the following sets to represent different groups of vehicles.

Definition 1. The set of all vehicles considered in our problem formulation is $\mathcal{N}=\{0,1, \ldots, N\}$. The set of HDVs following CAV1 is $\mathcal{N}_{\text {HDV }}=\{2, \ldots, N\} \subset \mathcal{N}$. The set of vehicles to form the platoon is $\mathcal{N}_{p}=\{1\} \cup \mathcal{N}_{\mathrm{HDV}}$.

Remark 1. We generalize our exposition considering the existence of PV-0, which can be either CAV or HDV. When PV-0 does not exist within a pre-defined look-ahead distance, we construct the set $\mathcal{N}$ without the element $\{0\}$ without loss of generality.

Remark 2. For formulating a valid platoon formation problem for the vehicles in $\mathcal{N}$, the set $\mathcal{N}_{\text {HDV }}$ must be non-empty.

In our formulation, we allow lane changes for HDVs in $\mathcal{N}_{\text {HDV }}$ during the platoon formation process. If any HDV in $\mathcal{N}_{\text {HDV }}$ decides to move to a different lane, or an HDV from an adjacent lane moves into the current lane, then we recompute the set $\mathcal{N}_{\text {HDV }}$ with updated vehicles identities. For example, given $\mathcal{N}_{\text {HDV }}=$ $\{2,3,4\}$, let us consider two cases: (a) if HDV-3 moves to a different lane, then HDV-4 is updated to become HDV-3, resulting in $\mathcal{N}_{\text {HDV }}=\{2,3\}$, and (b) if an HDV from an adjacent lane moves in between HDV-3 and HDV-4, then the added HDV is assigned an ID of 4, and previously known HDV-4 is updated to become HDV-5 resulting in $\mathcal{N}_{\mathrm{HDV}}=\{2,3,4,5\}$.


Fig. 1. The ego CAV (green) is traveling with $N-1$ following HDVs (blue) and a PV (orange). The communication structure is shown according to Section 2.2 . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

### 2.1. Vehicle dynamics and constraints

We model the longitudinal dynamics of each vehicle $i \in \mathcal{N}$ as
$\dot{p}_{i}(t)=v_{i}(t)$,
$\dot{v}_{i}(t)=u_{i}(t)$,
where $p_{i}(t) \in \mathcal{P}_{i}, v_{i}(t) \in \mathcal{V}_{i}$ and $u_{i}(t) \in \mathcal{U}_{i}$ are the position of the front bumper, speed, and control input (acceleration/deceleration) of each vehicle $i \in \mathcal{N}$, respectively. The sets $\mathcal{P}_{i}, \mathcal{V}_{i}$, and $\mathcal{U}_{i}, i \in \mathcal{N}$, are complete and totally bounded subsets of $\mathbb{R}$.

The speed $v_{i}(t)$ and control input $u_{i}(t)$ of each vehicle $i \in \mathcal{N}$ are subjected to the following constraints

$$
\begin{align*}
0 \leq v_{\min } \leq v_{i}(t) & \leq v_{\max },  \tag{2a}\\
u_{\min } \leq u_{i}(t) & \leq u_{\max }, \tag{2b}
\end{align*}
$$

where $v_{\min }$ and $v_{\max }$ are the minimum and maximum allowable speed of the considered roadway, respectively, and $u_{\text {min }}$ and $u_{\text {max }}$ are the minimum and maximum control input, respectively. To simplify the exposition in the paper and without loss of generality, we consider that all the vehicles have the same attributes. Thus, we can consider the same minimum and maximum control input $u_{\text {min }}$ and $u_{\text {max }}$ for all the vehicles in (2b).

To formulate the rear-end collision constraint between two consecutive vehicles $i,(i-1) \in \mathcal{N}$, we use the following definitions.

Definition 2. The safe following gap $s_{i}(t)$ between two consecutive vehicles $i$ and $(i-1) \in \mathcal{N}$ is
$s_{i}(t)=\rho_{i} v_{i}(t)+s_{0}$,
where $\rho_{i} \in \mathbb{R}_{>0}$ denotes a safe time headway that each vehicle $i \in \mathcal{N}$ maintains while following its immediate preceding vehicle $i-1 \in \mathcal{N}$, and $s_{0} \in \mathbb{R}_{>0}$ is the standstill distance denoting the minimum bumper-to-bumper gap at stop.

Definition 3. The headway $\Delta p_{i}(t)$ and approach rate $\Delta v_{i}(t)$ of vehicle $i \in \mathcal{N}$ denote the bumper-to-bumper inter-vehicle spacing and speed difference, respectively, between the two consecutive vehicles $i,(i-1) \in \mathcal{N}$, i.e.,
$\Delta p_{i}(t)=p_{i-1}(t)-p_{i}(t)-l_{c}$,
$\Delta v_{i}(t)=v_{i-1}(t)-v_{i}(t)$,
where $l_{c} \in \mathbb{R}_{>0}$ is the length of each vehicle. We consider that all vehicles under consideration have the same length $l_{c}$ for simplicity.

The rear-end collision avoidance constraint between two consecutive vehicles $i, i-1 \in \mathcal{N}$ can thus be written as
$\Delta p_{i}(t) \geq s_{i}(t)$.
The dynamics (1) of each vehicle $i \in \mathcal{N}$ can take different forms based on the consideration of connectivity and automation. For CAV-1, the control input $u_{1}(t)$ is derived by solving an RHC problem, the structure of which we introduce and discuss in detail in Section 3. In contrast to the CAV, we consider a generic car-following model-based control policy of the following form to define the predecessor-follower coupled dynamics (see Fig. 1) of each HDV $i$ in $\mathcal{N}_{\text {HDV }}$,
$u_{i}(t)=f_{i}\left(\Delta p_{i}(t), \Delta v_{i}(t), v_{i}(t)\right)$,
where $f_{i}(\cdot)$ represents the behavioral model of the car-following dynamics of each HDV $i$. There are several car-following models reported in the literature that can emulate a varied class of human driving behavior; see Bando, Hasebe, Nakayama, Shibata, and Sugiyama (1995) and Treiber and Kesting (2013). For example, a widely used car-following model is the optimal velocity model (OVM) (Bando et al., 1995). One of the simplest forms of the OVM car-following model is given by Bando et al. (1995)
$u_{i}(k)=\alpha_{i}\left(V_{i}\left(\delta_{i}(k), s_{i}(k)\right)-v_{i}(k)\right)+\beta_{i} \Delta v_{i}(t)$,
where $\alpha_{i}, \beta_{i} \in \mathbb{R}_{>0}, i \in \mathcal{N}_{\text {HDV }}$ denote the control gain representing the driver's sensitivity coefficient and the speed-dependent coefficient, respectively, $\delta_{i}(t)=\Delta p_{i}(t)-s_{i}(t)$, and $V_{i}\left(\delta_{i}(t), s_{i}(t)\right)$ denotes the equilibrium speed-spacing function
$V_{i}\left(\delta_{i}(t), s_{i}(t)\right)=\frac{v_{d}}{2}\left(\tanh \left(\delta_{i}(t)\right)+\tanh \left(s_{i}(t)\right)\right)$,
where $v_{d}$ is the desired speed of the roadway.
Note that if there is no preceding vehicle, we set $\Delta p_{i}(t)=$ $\infty$, which results in $v_{i}(t)$ approaching the desired speed $v_{d}$ with the progression of time. The car-following model and control parameters considered in our numerical study are provided in Section 4.

Finally, PV-0, if it exists, can be considered to be either a CAV or HDV. CAV-1 does not know the control structure of PV-0 and has to guarantee rear-end safety.

### 2.2. Communication structure

CAV-1 is retrofitted with appropriate sensors and communication devices to estimate in real-time the state information of the vehicles in $\mathcal{N} \backslash\{1\}$. For example, the state information of PV-0 can be directly measured by the front sensors of CAV-1, whereas the state information of the following HDVs in $\mathcal{N}_{\text {HDV }}$ can be done using a vehicle-to-everything communication protocol and/or intelligent roadside units. Consequently, we can define the information structure available to CAV-1 as follows.

Definition 4. The information set $\mathcal{I}(t)$ available to CAV-1 at time $t$ is
$\mathcal{I}(t)=\left\{\boldsymbol{p}_{0: N}(t), \boldsymbol{v}_{0: N}(t)\right\}$,
where $\boldsymbol{p}_{0: N}(t)=\left[p_{0}(t), \ldots, p_{N}(t)\right]^{T}$ and $\boldsymbol{v}_{0: N}(t)=\left[v_{0}(t), \ldots\right.$, $\left.v_{N}(t)\right]^{T}$.

In our modeling framework, we impose the following assumption about the communication protocol.

Assumption 1. The estimation and transmission of the HDVs' state information to the CAV occur without any significant delay or error.

Assumption 1 might be too restrictive. However, it can be relaxed if the noise in the measurements and/or delays is bounded. For example, we can determine upper bounds on the state uncertainties resulting from sensing or communication errors and delays and incorporate these into more conservative safety constraints.

In what follows, we introduce the platoon formation problem.

### 2.3. Platoon formation problem

Conventionally, a platoon is defined as a closely-spaced group of vehicles, where each vehicle in the group is traveling with equal headway $\Delta p_{i}(t)$ and speed $v_{i}(t)$. This means that a platoon is said to be formed for a vehicle group $\mathcal{N}_{p}$ at some time $t=t^{p}$ if for each vehicle $i \in \mathcal{N}_{p}$,

$$
\begin{align*}
\Delta p_{i}(t) & =\Delta p_{\mathrm{eq}}, \quad t \geq t^{p},  \tag{10a}\\
v_{i}(t) & =v_{\mathrm{eq}}, \quad t \geq t^{p}, \tag{10b}
\end{align*}
$$

where, $\Delta p_{\text {eq }}, v_{\text {eq }} \in \mathbb{R}_{>0}$ are the equilibrium platoon headway and speed, respectively. However, the conventional definition of platoon formation does not hold for a group of heterogeneous vehicles having different driving behavior as we would expect from a real-world scenario. In the problem we are addressing, each HDV $i$ in $\mathcal{N}_{\text {HDV }}$ can have different safe time headway $\rho_{i}$ (Definition 3) and behavioral function $f_{i}(\cdot)$. As a result, $\Delta p_{i}(t)$ for each HDV $i$ in $\mathcal{N}_{\mathrm{HDV}}$ will converge to different equilibrium values as time $t$ progresses, violating the conditions of platoon formation in (10a). Hence, we need to revise the definition of platoon formation in the context of a heterogeneous vehicle group, as we have in our problem formulation.

Definition 5. For a heterogeneous vehicle group $\mathcal{N}_{p}$, a platoon is formed at some time $t=t^{p}$ if for each vehicle $i \in \mathcal{N}_{p}$ the following conditions hold

$$
\begin{align*}
\lim _{t \rightarrow t^{p}}\left\|\Delta p_{i}(t)-s_{i}(t)\right\| & =0  \tag{11}\\
\lim _{t \rightarrow t^{p}}\left\|\Delta v_{i}(t)\right\| & =0 \tag{12}
\end{align*}
$$

Remark 3. To determine the platoon formation time $t^{p}$, the conditions in Definition 5 might be too restrictive in practice. Therefore, we introduce the following root-mean-squared-error-based conditions to relax the conditions in Definition 5.

$$
\begin{align*}
\sqrt{\sum_{i=2}^{N}\left(\Delta p_{i}(t)-s_{i}(t)\right)^{2}} & \leq \epsilon_{\Delta p},  \tag{13}\\
\sqrt{\sum_{i=1}^{N}\left(v_{i}(t)-\frac{\sum_{i=1}^{N} v_{i}(t)}{N}\right)^{2}} & \leq \epsilon_{v}, \tag{14}
\end{align*} \quad \forall t \geq t^{p},
$$

where $\epsilon_{\Delta p}, \epsilon_{v} \in \mathbb{R}_{>0}$ are some user-defined small deviation. The conditions (13) and (14) are used to examine the platoon formation time in the simulations in Section 4.

Next, we formalize the problem of platoon formation in a mixed traffic environment addressed in the paper as follows.

Problem 1. The objective of CAV-1 is to derive its control input $u_{1}(t)$ given the information set $\mathcal{I}(t)$ so that the vehicles in $\mathcal{N}_{p}$ form a platoon according to Definition 5 and satisfies the state, control, and safety constraints in (2) and (5), respectively.

In this paper, we adopt an RHC framework to address Problem 1. The basic principle of an RHC framework is that the current control action sequence is obtained by solving an optimization problem with a control horizon $H \in \mathbb{N} \backslash\{0\}$, and only the first input of the solved control sequence is applied. Then the horizon moves forward a step and the process is repeated until a final time $t^{f}$ is reached.

### 2.4. Feasibility of platoon formation

If there exists a roadway of finite length $L \in \mathbb{R}_{>0}$ to form the platoon, then we need to check whether a feasible choice of final time $t^{f}$ leads to a feasible Problem 1. In our previous work, we showed that a platoon formation with the following HDVs is achieved by non-positive control input of the leading CAV, i.e., $u_{1}(t) \in\left[u_{\min }, 0\right]$; see Mahbub and Malikopoulos (2021, 2022). Therefore, we can consider the extremes of $\left[u_{\text {min }}, 0\right]$ to check whether $t^{f}$ is feasible. The following result provides the feasibility check of the final step $t^{f}$.

Lemma 1. Let $t^{0}=0$ be the initial time when CAV- 1 starts deriving and implementing its control input $u_{1}(t), t \geq t^{0}$, to form a platoon with the following HDVs. The final time $t^{f}$ of the RHC framework that CAV-1 has available to solve Problem 1 on a given roadway of length $L \in \mathbb{R}_{>0}$ is bounded by the following relation,
$\frac{L}{v_{1}\left(t^{0}\right)} \leq t^{f} \leq \mathbb{1}_{L \leq L_{s}} \tau_{1}+\left(1-\mathbb{1}_{L \leq L_{s}}\right) \tau_{2}$,
where $\mathbb{1}_{L \leq L_{s}}$ is an indicator function, $L_{s}=\frac{v_{\min }^{2}-v_{1}^{2}\left(t^{0}\right)}{2 u_{\text {min }}}, \tau_{1}=$ $\frac{-v_{1}\left(t^{0}\right)+\sqrt{v_{1}^{2}\left(t^{0}\right)+2 u_{\text {min }} L}}{u_{\text {min }}}$ and $\tau_{2}=\frac{v_{\text {min }}-v_{1}\left(t^{0}\right)}{u_{\text {min }}}-\frac{v_{\min }^{2}-v_{1}^{2}\left(t^{0}\right)}{2 u_{\text {min }} v_{\text {min }}}$.

Proof. Let $t^{e}$ be the time the CAV reaches the end of the available roadway of length $L$ when cruising with a constant speed $v_{1}\left(t^{0}\right)$. Then, $t^{e}=t^{0}+\frac{L}{v_{1}\left(t^{0}\right)}$. Consequently, the minimum time that CAV1 can take to traverse the distance $L$ is $t^{e}-t^{0}$, which is the lower bound of the horizon $t^{f}$ in (15).

The maximum time that CAV-1 can take to travel distance $L$ can be computed by considering the following piecewise control input of CAV-1 constructed using the constraints in (2),
$u_{1}(t)= \begin{cases}u_{\text {min }}, & \text { if } v_{1}(t)>v_{\text {min }}, \\ 0, & \text { if } v_{1}(t)=v_{\text {min }} .\end{cases}$

Let us consider the time $t=t^{s}$ where the control input $u_{1}(t)$ switches from $u_{1}(t)=u_{\text {min }}$ to $u_{1}(t)=0$ in (16). Using (1), we have $v_{\text {min }}=v_{1}\left(t^{0}\right)+u_{\text {min }}\left(t^{s}-t^{0}\right)$, which yields $t^{s}=t^{0}+\frac{v_{\text {min }}-v_{1}\left(t^{0}\right)}{u_{\text {min }}}$. Furthermore, using (1), we can compute that the control switch in (16) occurs after traveling the distance $L_{s}=\frac{v_{\min }^{2}-v_{1}^{2}\left(t^{0}\right)}{2 u_{\min }}$. We need to consider the following two cases:
(a) If $L \leq L_{s}$, then the upper bound of $t^{f}$ can be computed by solving $\frac{1}{2} u_{\min }\left(\tau_{1}\right)^{2}+v_{1}\left(t^{0}\right) \tau_{1}-L=0$ for $\tau_{1}$, which yields $\tau_{1}=\frac{-v_{1}\left(t^{0}\right)+\sqrt{v_{1}^{2}\left(t^{0}\right)+2 u_{\text {min }} L}}{u_{\text {min }}}$. Here, $\tau_{1}$ is the upper bound of $t^{f}$.
(b) If $L>L_{s}$, then CAV-1 travels the distance $L_{s}$ with control input $u_{1}(t)=u_{\text {min }}$ and time duration $t^{s}-t^{0}$, and the remaining distance $L-L_{s}$ with cruising speed $v_{\min }$ and time duration $\frac{L-L_{s}}{v_{\min }}$. The maximum time duration $\tau_{2}$ to traverse distance $L$ can be computed using $\tau_{2}=\left(t^{s}-t^{0}\right)+\frac{L-L_{s}}{v_{\text {min }}}$. Using the values of $t^{s}, L_{s}$, we get, $\tau_{2}=\frac{v_{\min }-v_{1}\left(t^{0}\right)}{u_{\min }}-\frac{v_{\min }^{2}-v_{1}^{2}\left(t^{0}\right)}{2 u_{\min } v_{\min }}$.

Combining the above cases, we can derive the upper-bound on the final horizon as $\mathbb{1}_{L \leq L_{s}} \tau_{1}+\left(1-\mathbb{1}_{L \leq L_{S}}\right) \tau_{2}$, which is the right-hand term of the inequality in (15).

The conditions in (15) only provide a formal way to select an appropriate final horizon $t^{f}$. The infeasibility of the final horizon $t^{f}$ does not necessarily render Problem 1 infeasible. Conversely, the feasibility of $t^{f}$ does not imply that Problem 1 will also be feasible, i.e., a platoon formation is guaranteed. In what follows, given that the final horizon $t^{f}$ is feasible according to Lemma 1 , we provide conditions to investigate whether Problem 1 is feasible given the constraints (2), and a finite roadway of length $L$ for platoon formation.

Next, we check the feasibility of Problem 1 considering the most aggressively decelerating control structure in (16) as discussed in the following lemma.

Lemma 2. Suppose that CAV-1 starts deriving and implementing its control input $u_{1}(t)$ at time $t=t^{0}$ to form a platoon with the following HDVs at some time $t^{p} \in\left(t^{0}, t^{0}+t^{f}\right)$ within a given roadway of length $L$, where $t^{f}$ is a feasible final horizon bounded by the lower- and upper-values $\tau_{1}$ and $\tau_{2}$ according to Lemma 1 , respectively. Suppose that CAV-1 has the control structure as in (16), and $L_{s}$ is the length where the control input $u_{1}(t)$ switches from $u_{\text {min }}$ to 0 .
(a) If $L_{s}>L$, then Problem 1 is feasible if

$$
\begin{equation*}
0<\frac{v_{N}\left(t^{0}\right)-v_{1}\left(t^{0}\right)-\sqrt{\left(v_{N}\left(t^{0}\right)-v_{1}\left(t^{0}\right)\right)^{2}-2 u_{\min } \Delta p_{s}}}{u_{\min }} \leq \tau_{1} \tag{17}
\end{equation*}
$$

holds and, (b) if $L_{s} \leq L$, then Problem 1 is feasible if
$0<\frac{\Delta p_{s}+v_{\min } \tau_{s}-L_{s}}{\left(v_{\min }-v_{N}\left(t^{0}\right)\right)} \leq \tau_{2}$
holds, where $\Delta p_{s}=\sum_{i=2}^{N}\left(\Delta p_{i}\left(t^{0}\right)-s_{i}\left(t^{0}\right)\right)$.
Proof. Consider that CAV-1 takes the time duration $\tau_{p}$ to form a platoon.

Case (a): If $L_{S}>L$, we check whether a platoon can be formed with the control structure (16). Suppose that $\Delta p_{s}=$ $\sum_{2}^{N}\left(\Delta p_{i}\left(t^{0}\right)-s_{i}\left(t^{0}\right)\right)$ is the additional spacing between CAV-1 and HDV-N beyond the dynamic following spacing $s_{i}\left(t^{0}\right)$. Hence, to form a platoon with time duration $\tau_{p}$ according to Definition 5, we require $v_{1}\left(t^{0}\right) \tau_{p}+\frac{1}{2} u_{\min }\left(\tau_{p}\right)^{2}-v_{N}\left(t^{0}\right) \tau_{p}=\Delta p_{s}$. Solving this equation for $\tau_{p}$, we get $\tau_{p}=\frac{\left(v_{N}\left(t^{0}\right)-v_{1}\left(t^{0}\right)\right)-\sqrt{\left(v_{N}\left(t^{0}\right)-v_{1}\left(t^{0}\right)\right)^{2}-2 u_{\min } \Delta p_{s}}}{u_{\min }}$. The value of $\tau_{p}$ is lower-bounded by 0 to ensure positive value and upper-bounded by $\tau_{1}$ so that platoon is not formed beyond $L$, which yields (17).

Case (b): If $L_{s} \geq L$, then to form a platoon with time duration $\tau_{p}$, we require $L_{s}+v_{\min }\left(\tau_{p}-\tau_{s}\right)-v_{N}\left(t^{0}\right) \tau_{p}=\Delta p_{s}$. Solving for $\tau_{p}$, we get $\tau_{p}=\frac{\Delta p_{s}+v_{\min } \tau_{s}-L_{s}}{\left(v_{\min }-v_{N}\left(t^{0}\right)\right)}$, which is lower- and upper-bounded by 0 and $\tau_{2}$ to ensure platoon formation within $L$.

Remark 4. We use the conditions in Lemma 2 only to investigate the feasibility of Problem 1 constrained by a limited road space of length $L$ for the case where platoon formation is not possible even with the most aggressive braking maneuver of CAV-1. Satisfaction of the conditions in Lemma 2, in general, does not guarantee the existence of a solution to Problem 1 given the optimization criteria discussed in Problem 1.

## 3. Data-driven receding horizon control framework

In this section, we present a data-driven RHC for platoon formation where we consider a linear prediction model called constant time headway relative velocity (CTH-RV) model (Gunter, Stern, \& Work, 2019; Wang et al., 2020) as a representation of human car-following behavior. Moreover, we use recursive least squares (RLS) method (Ljung \& Söderström, 1983; Wang et al., 2020) to estimate the HDVs' car-following parameters for future prediction in RHC. The essential steps of the proposed framework can be shown in Fig. 2 and are outlined as follows.
(1) Data-driven parameter estimation: At each time instant $k$, the current states $p_{i}(k), v_{i}(k)$ of each following HDV $i$ in $\mathcal{N}_{\text {HDV }}$ are communicated to CAV-1. Since the exact carfollowing model $f_{i}$ of each HDV $i$ in $\mathcal{N}_{\text {HDV }}$ is unknown to CAV-1, it considers a CTH-RV car-following model to represent the driving behavior of each HDV and estimates the parameters of the car-following model for each HDV given online data.
(2) Data-driven RHC problem: CAV-1 then uses the estimated car-following model from Step 1 to predict the future state trajectories of the following HDVs, along with considering the worst-case action of PV-0. It then derives the control input sequence by solving the RHC problem. Finally, CAV-1 applies only to the first obtained control input.

In what follows, we provide a detailed exposition of the components discussed above.

### 3.1. Receding horizon control formulation

We consider a sampling time interval of $\tau$ to discretize the time and formulate the control problem. Let $H \in \mathbb{N} \backslash\{0\}$ be the length of control horizon and $k \in \mathbb{N}$ be the current time step.

The primary aim of the RHC is to minimize the squared error between the leader-follower gap $e_{1, N}(k)$ and the reference $e_{r}(k)=$ $\sum_{i=2}^{N} s_{i}(k)$. To this end, we formulate the first objective function $J_{1}$, which represents a reference tracking problem and takes the form
$J_{1}=\frac{1}{2} \omega_{e} \sum_{n=1}^{H}\left(e_{1, N}(k+n)-e_{r}(k+n)\right)^{2}$,
where $\omega_{e} \in \mathbb{R}_{>0}$ is a positive weight. Note that using (3) the reference output $e_{r}(k)$ can be written as
$e_{r}(k)=\sum_{i=2}^{N} s_{i}(k)=(N-1) s_{0}+\hat{\boldsymbol{\rho}}^{T} \hat{\boldsymbol{w}}(k)$,
where $\hat{\boldsymbol{\rho}}=\left[\rho_{2}, \ldots, \rho_{N}\right]^{T}$ and $\hat{\boldsymbol{w}}(k)=\left[v_{2}(k), \ldots, v_{N}(k)\right]^{T}$.


Fig. 2. The structure of the proposed control framework to address Problem 1.

The second objective of the controller is to minimize the control effort of CAV-1 while forming the platoon. Thus, we have the second objective function as follows
$J_{2}=\frac{1}{2} \omega_{u} \sum_{n=1}^{H}\left(u_{1}(k+n-1)\right)^{2}$,
where $\omega_{u} \in \mathbb{R}_{>0}$ is a positive weight. By minimizing CAV's acceleration/deceleration, we minimize transient engine operation, leading to direct benefits in fuel consumption and emissions; see Malikopoulos, Cassandras, and Zhang (2018).

Therefore, the RHC problem can be formulated as follows

$$
\begin{equation*}
\underset{\boldsymbol{U}_{1}(k)}{\operatorname{minimize}} J_{1}+J_{2} \tag{22}
\end{equation*}
$$

subject to:

$$
\begin{aligned}
& p_{1}(t+1)=p_{1}(t)+v_{1}(t) \tau+\frac{\tau^{2}}{2} u_{1}(t) \\
& v_{1}(t+1)=v_{1}(t)+u_{1}(t) \tau \\
& \text { (2a), (2b), (5), } \forall t=k+1, \ldots, k+H, \forall i \in \mathcal{N}_{p} .
\end{aligned}
$$

where $\boldsymbol{U}_{1}(k)=\left[u_{1}(k), u_{1}(k+1), \ldots, u_{1}(k+H-1)\right]^{T}$ is the vector of control inputs over the current control horizon.

The optimal control sequence $\boldsymbol{U}_{1}^{*}(k)$ at time instant $k$ is computed by solving the optimal control problem (22), and only the first control input is applied. Then the system moves to the next time instant $k+1$, and the process is repeated.

It can be observed that to solve (22) to obtain the control inputs of CAV-1, the states of the preceding vehicles and the following HDVs over the control horizon need to be predicted. As the car-following model of PV-0 is assumed unknown, we guarantee the rear-end safety between CAV-1 and PV-0 under the worst-case control actions of PV-0, i.e., maximum deceleration that does not lead to the minimum allowed speed violation, which can be given by
$u_{0}(t)=\max \left\{u_{\min }, \frac{v_{\min }-v_{0}(t)}{\tau}\right\}$.
Meanwhile, to predict the car-following behavior of the following HDVs, we utilize a data-driven prediction model that is elaborated on in the next section.

### 3.2. Online car-following model parameter estimation

In this section, we use a recursive least-squared formulation (Ljung \& Söderström, 1983) to estimate the parameters of the car-following model representing the driving behavior of each of the following HDVs. To this end, we consider the following CTH-RV model (Gunter et al., 2019; Wang et al., 2020),

$$
\begin{align*}
& v_{i}(k+1)=v_{i}(k)+\eta_{i}\left(\Delta p_{i}(k)-\rho_{i} v_{i}(k)\right) \tau+  \tag{24}\\
& v_{i}\left(v_{i-1}(k)-v_{i}(k)\right) \tau
\end{align*}
$$

where the model parameters $\eta_{i}$ and $v_{i}$ are the control gains on the constant time headway and the approach rate, and $\rho_{i}$ is the desired safe time headway for each HDV $i$ in $\mathcal{N}_{\text {HDV }}$, respectively. We employ the linear CTH-RV model instead of other complex nonlinear models so that the resulting control problem presented in Section 3.1 is thus convex and can be solved efficiently in realtime. Moreover, it is also observed that CTH-RV model is highly comparable to other nonlinear car-following models in terms of data fitting; see Gunter et al. (2019).

Suppose that we measure the speed $v_{i}(t)$, headway $\Delta p_{i}(t)$, and approach rate $\Delta v_{i}(t)$ data at a frequency corresponding to the sampling time $\tau$. Then we can rewrite the CTH-RV model (24) for each HDV $i$ in $\mathcal{N}_{\text {HDV }}$ in discrete time as $v_{i}(k+1)=$ $v_{i}(k)+\eta_{i}\left(\Delta p_{i}(k)-\rho_{i} v_{i}(k)\right) \tau+v_{i}\left(v_{i-1}(k)-v_{i}(k)\right) \tau$, which can be recast as
$v_{i}(k+1)=\gamma_{i, 1} v_{i}(k)+\gamma_{i, 2} \Delta p_{i}(k)+\gamma_{i, 3} v_{i-1}(k)$,
where $\gamma_{1}=\left(1-\left(\eta_{i} \rho_{i}+\nu_{i}\right) \tau\right), \gamma_{2}=\eta_{i} \tau$ and $\gamma_{3}=\nu_{i} \tau$ are the parameters we estimate online. Then we can write the measurements in matrix form as
$v_{i}(k+1)=\boldsymbol{\gamma}_{i}^{T} \boldsymbol{\phi}_{i}(k)$,
where $\boldsymbol{\phi}_{i}(k)=\left[v_{i}(k), \Delta p_{i}(k), v_{i-1}(k)\right]^{T}$ is the regressor vector and $\boldsymbol{\gamma}_{i}=\left[\begin{array}{ll}\gamma_{i, 1}, & \gamma_{i, 2}\end{array}, \gamma_{i, 3}\right]^{T}$ is the parameter vector. If we have $H^{e} \in$ $\mathbb{N} \backslash\{0\}$ uniformly sampled measurements for $k=\left\{1, \ldots, H^{e}\right\}$, then we can estimate $\boldsymbol{\gamma}_{i}$ by solving the following minimization problem
$\underset{\gamma_{i}}{\operatorname{minimize}} \frac{1}{2} \sum_{k=1}^{H^{e}} \xi^{\left(H^{e}-k\right)}\left[v_{i}(k)-\hat{v}_{i}\left(k \mid \boldsymbol{\gamma}_{i}\right)\right]^{2}$,
where, $\hat{v}_{i}\left(k \mid \boldsymbol{\gamma}_{i}\right)=\boldsymbol{\gamma}_{i}^{T} \boldsymbol{\phi}_{i}(k)$ is a prediction of $v_{i}(k)$ based on the parameter vector $\gamma$, and $\xi \in[0,1]$ is the forgetting factor that assigns a higher weight to the recently collected data points and discounts older measurements. Note that, the objective function in (27) is quadratic in $\boldsymbol{\gamma}_{i}$, thus can be minimized analytically that yields
$\boldsymbol{\gamma}_{i}=\left[\sum_{k=1}^{H^{e}} \boldsymbol{\phi}_{i}(k) \boldsymbol{\phi}_{i}^{T}(k)\right]^{-1} \sum_{k=1}^{H^{e}} \boldsymbol{\phi}_{i}(k) v_{i}(k)$.
However, the above estimation procedure requires the storage of $\boldsymbol{\phi}_{i}(k)$ and $v_{i}(k)$ for all $k=1, \ldots, H^{e}$, and yields the final estimated parameter vector $\boldsymbol{\gamma}_{i}$ for time step $H^{e}$. Since we are interested in online parameter estimation, it is computationally more efficient to update the intermediate time-dependent parameter vector $\hat{\gamma}_{i}$ in (28) recursively at each time step $k=$ $1, \ldots, H^{e}$ as new data becomes available. Therefore, we employ the following recursive form of (28) known as the recursive least squares algorithm (Ljung \& Söderström, 1983)
$\hat{\gamma}_{i}(k)=\hat{\gamma}_{i}(k-1)+\boldsymbol{L}_{i}(k)\left[v_{i}(k)-\hat{v}_{i}(k)\right]$,
$\boldsymbol{P}_{i}(k)=\frac{1}{\xi}\left[\boldsymbol{P}_{i}(k-1)-\frac{\boldsymbol{P}_{i}(k-1) \boldsymbol{\phi}_{i}(k) \boldsymbol{\phi}_{i}^{T}(k) \boldsymbol{P}_{i}(k-1)}{\xi+\boldsymbol{\phi}_{i}^{T}(k) \boldsymbol{P}_{i}(k-1) \boldsymbol{\phi}_{i}(k)}\right]$,
where $\hat{\boldsymbol{\gamma}}_{i}(k)$ denotes the estimate of the parameter vector $\boldsymbol{\gamma}_{i}$ at time step $k, \boldsymbol{P}_{i}(k)$ is the estimation-error covariance matrix, while $\boldsymbol{L}_{i}(k)$ and $\hat{v}_{i}(k)$ can be computed as follows
$\hat{v}_{i}(k)=\hat{\boldsymbol{\gamma}}_{i}^{T}(k-1) \boldsymbol{\phi}_{i}(k)$,
$\boldsymbol{L}_{i}(k)=\frac{\boldsymbol{P}_{i}(k-1) \boldsymbol{\phi}_{i}(k)}{\xi+\boldsymbol{\phi}_{i}^{T}(k) \boldsymbol{P}_{i}(k-1) \boldsymbol{\phi}_{i}(k)}$.
The recursion of the RLS algorithm in (29a) can be initiated at the time instant $k=0$ by considering an invertible matrix $\boldsymbol{P}_{i}(0)$ and the vector $\hat{\gamma}_{i}(0)$ with some initial values.

## 4. Simulation results

To validate the effectiveness of the control frameworks presented in the previous sections and evaluate their performance, we conduct extensive numerical simulations. In our analysis, we only consider feasible platoon formation problem, i.e., Problem 1 satisfies the feasibility requirements according to Lemmas 1 and 2. Next, we discuss the configuration of the simulation environment and present an in-depth analysis of the simulation results.

### 4.1. Simulation setup

We conducted several simulations with different numbers of following HDVs, and with or without a preceding vehicle. To create a mixed traffic environment with different human driving styles, we employed the non-linear OVM given in (7) to simulate the driving behavior of the human drivers. The parameters for each human driver's CFM were considered to be different from each other and chosen during the simulation by random perturbation of up to $30 \%$ around nominal values. The nominal values for the OVM car-following model are given in Table 1. We imposed a specific speed profile to be followed by the preceding vehicle to analyze the robustness of the platoon formation framework under varying driving behavior. For example, in the simulation, we considered a speed profile of the preceding vehicle that decelerates sharply to the minimum allowable speed and then sharply accelerates back to a higher speed. Considering such

Table 1
Nominal values of the car-following model.

| Optimal velocity model |  |
| :--- | :--- |
| Driver's sensitivity coefficient, $\alpha$ | 0.4 |
| Speed difference coefficient, $\beta$ | 0.2 |
| Desired speed, $v_{d}$ | $30 \mathrm{~m} / \mathrm{s}$ |
| Safe time headway, $\rho$ | 1.8 s |

Table 2
Parameters of the receding horizon control framework.

| Parameters | Value | Parameters | Value |
| :--- | :--- | :--- | :--- |
| $\tau$ | 0.1 s | $T_{p}$ | 20 |
| $v_{\max }$ | $35 \mathrm{~m} / \mathrm{s}$ | $v_{\min }$ | $0 \mathrm{~m} / \mathrm{s}$ |
| $u_{\max }$ | $3 \mathrm{~m} / \mathrm{s}^{2}$ | $u_{\min }$ | $-5 \mathrm{~m} / \mathrm{s}^{2}$ |
| $\rho$ | 1.5 s | $s_{0}$ | 3.0 m |
| $w_{e_{1, N}}$ | 1 | $w_{u}$ | 1 |

an abrupt speed profile of the preceding vehicle, we investigated whether the CAV could avoid rear-end collision with the preceding vehicle.

The parameters and weights in the control framework used for the simulations are given in Table 2. We use Python for developing the simulation environment where the receding horizon control problems are formulated by CasADi (Andersson, Gillis, Horn, Rawlings, \& Diehl, 2019). We use the qpOASES solver (Ferreau, Kirches, Potschka, Bock, \& Diehl, 2014) to solve the datadriven RHC. The RLS-based estimators in the data-driven RHC are initialized with the following values: $\hat{\boldsymbol{\gamma}}_{i}(0)=[0.67,0.1,0.18]^{T}$ and $\boldsymbol{P}_{i}(0)=0.01 \mathbb{I}_{3}$ where $\mathbb{I}_{3}$ is the $3 \times 3$ identity matrix, while the forgetting factor is chosen as $\xi=1.0$. Note that all simulations in this work are performed on a Macbook Pro computer with a 2.7 GHz Quad-Core Intel Core i7 CPU and 16Gb RAM.

### 4.2. Result analysis and discussion

We first show the results of the platoon formation using the proposed data-driven RHC framework considering 4 following HDVs, i.e., $N=5$. We consider two different scenarios with (1) no preceding vehicle and (2) the presence of a preceding vehicle with a predefined speed trajectory. The trajectories of all vehicles without and with the preceding vehicle are illustrated in Figs. 3 and 4, respectively. The trajectories of the vehicles shown in each figure include their positions, speeds, headways, and speed gaps. In the case where no preceding vehicle is considered, Fig. 3(c) shows that the headways of the vehicles become time invariant around 20 s , and Fig. 3(b) shows that the speeds of the vehicles converge to the same value. This implies that, in both scenarios, the CAV can form a platoon with the following HDVs. In addition, to challenge the safety guarantee of the CAV during the platoon formation process, we consider the presence of a preceding vehicle with an abrupt decelerating speed profile. As illustrated in Fig. 4, even in the presence of a preceding vehicle with an aggressive speed profile, the CAV can form a platoon with the following HDVs while maintaining a safe distance from the preceding vehicle.

Note that, in both of the above scenarios, none of the safety constraints in (5) and speed constraint in (2a) are violated during the platoon formation process, as evident from Figs. 3(c) and 4(c), and Figs. 3(b) and 4(b), respectively. The rear-end safety guarantee can also be visualized by observing the non-intersecting position trajectories of the vehicles in Figs. 3(a) and 4(a). This indicates the fidelity of the proposed data-driven RHC framework in satisfying all the constraints during the platoon formation process.


Fig. 3. Longitudinal trajectories, speed, headway, and speed gaps of the vehicles for data-driven RHC in the simulation without a preceding vehicle.


Fig. 4. Longitudinal trajectories, speed, headway, and speed gaps of the vehicles for data-driven RHC in the simulation with a preceding vehicle.

The estimated parameters in the CTH-RV car-following model for all following HDVs are shown in Fig. 5. Recall that CAV-1 characterizes in real-time the driving behaviors of four following HDVs with individual sets of estimated parameters $\eta, \nu$, and $\rho$. Initially, the estimated values of the car-following parameters show abrupt changes due to the lack of state information transmitted from the HDVs. However, as time progresses, more data points become available from the HDVs, and the estimation of the car-following parameters stabilizes towards the set of values that best describe the driving behavior of the HDVs. This is consistent with the observation by Wang et al. (2020), where parameters estimated using the RLS algorithm have been demonstrated to show near-convergence to the actual values. Therefore, we can utilize the linear CTH-RV model and online RLS technique to approximate a nonlinear car-following model such as the OVM so that the resulting RHC problem is convex and, thus, can be solved efficiently in real-time.

For the scalability analysis, we show the position trajectories for all the vehicles in Fig. 6 considering different numbers of following HDVs. Fig. 6 verifies that the proposed control framework is able to create and maintain platoons of different sizes. We also


Fig. 5. Estimates of the car-following parameters for all HDVs.


Fig. 6. Longitudinal trajectories of the vehicles in the simulations with different numbers of following HDVs.

Table 3
Platoon formation time and solving time for data-driven RHC in simulations with different numbers of following HDVs.

| Number of <br> vehicles <br> 3Platoon formation <br> time $(\mathrm{s})$ | Average computation <br> time $(\mathrm{ms})$ |  |
| :--- | :--- | :--- |
| 4 | 12.4 | 8.37 |
| 5 | 15.3 | 6.19 |
| 6 | 18.9 | 7.89 |
| 7 | 23.4 | 13.31 |
| 8 | 32.5 | 8.42 |

report the platoon formation time and the computation time of the method in those simulations considering different sizes of the platoon ( $N=3$ to $N=8$ ) is summarized in Table 3. The platoon formation time is computed using Remark 3. Generally, both the platoon formation time and computation time scale with the size of the vehicle platoon. However, since the computation time of the entire algorithm is highly reasonable, the proposed framework shows promising practicality.

Finally, we examine the framework given variations of the HDV's car-following parameters, including the human driver's sensitivity coefficient $\alpha$, speed difference coefficient $\beta$, desired speed $v_{d}$, and safe time headway $\rho$. Particularly, we conduct


Fig. 7. Platoon formation time under varying parameters of the OVM car-following models.
several sets of simulations where, in each set, we consider nine different nominal values for each OVM parameter while keeping the other parameters constant. Note that the parameters for each HDV are still randomly perturbed around the nominal values. We collect the platoon formation time for those simulations and show it in Fig. 7. The results suggest that with the different human driving styles of the following HDVs, the control framework can guarantee the formation of a platoon. However, the platoon formation process gets delayed with increasing values $\beta$ and $v_{d}$ and is expedited with increasing values of $\alpha$ and $\rho$.

## 5. Concluding remarks

In this paper, we presented a framework to indirectly control the motion of the HDVs in a mixed traffic environment, where an ego CAV computes and implements its control input to force the following HDVs to form a platoon. We formulated the platoon formation problem using an optimal control framework that is implemented through a receding horizon control approach subject to the state, control, and safety constraints. The proposed framework guarantees the rear-end collision safety of the vehicles by enforcing the multi-successor safety constraints while forming the platoon. Additionally, we developed a data-driven approach that exploits the CTH-RV car-following model and the recursive least square algorithm to estimate human driving behavior and predict human actions over a horizon. The efficacy of the platoon formation approaches is evaluated by extensive numerical simulations. Ongoing work includes validating the proposed framework in multi-lane roadways. Future work should extend the framework in traffic scenarios such as on-ramp merging, urban intersections, and speed reduction zones.
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