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Abstract—1In earlier work, a decentralized optimal control
framework was established for coordinating online connected
and automated vehicles (CAVs) at urban intersections. The
policy designating the sequence that each CAV crosses the
intersection, however, was based on a first-in-first-out queue,
imposing limitations on the optimal solution. Moreover, no lane
changing, or left and right turns were considered. In this paper,
we formulate an upper-level optimization problem, the solution
of which yields, for each CAY, the optimal sequence and lane
to cross the intersection. The effectiveness of the proposed
approach is illustrated through simulation.

I. INTRODUCTION

We are currently witnessing an increasing integration
of our energy, transportation, and cyber networks, which,
coupled with the human interactions, is giving rise to a new
level of complexity in the transportation network. As we
move to increasingly complex emerging mobility systems,
new control approaches are needed to optimize the impact
on system behavior of the interplay between vehicles at
different transportation scenarios, e.g., intersections, merging
roadways, roundabouts, speed reduction zones. These scenar-
ios along with the driver responses to various disturbances
[1] are the primary sources of bottlenecks that contribute to
traffic congestion [2].

An automated transportation system [3] can alleviate con-
gestion, reduce energy use and emissions, and improve safety
by increasing significantly traffic flow as a result of closer
packing of automatically controlled vehicles in platoons. One
of the very early efforts in this direction was proposed in
1969 by Athans [4] for safe and efficient coordination of
merging maneuvers with the intention to avoid congestion.
Varaiya [5] has discussed extensively the key features of an
automated intelligent vehicle-highway system and proposed
a related control system architecture.

Connected and automated vehicles (CAVs) provide the
most intriguing opportunity for enabling decision makers to
better monitor transportation network conditions and make
better operating decisions to improve safety and reduce
pollution, energy consumption, and travel delays. Several
research efforts have been reported in the literature on
coordinating CAVs at at different transportation scenarios,
e.g., intersections, merging roadways, roundabouts, speed
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reduction zones. In 2004, Dresner and Stone [6] proposed the
use of the reservation scheme to control a single intersection
of two roads with vehicles traveling with similar speed on a
single direction on each road. Since then, several approaches
have been proposed [7], [8] to maximize the throughput
of signalized-free intersections including extensions of the
reservation scheme in [6]. Some approaches have focused
on coordinating vehicles at intersections to improve travel
time [9]. Other approaches have considered minimizing the
overlap in the position of vehicles inside the intersection,
rather than arrival time [10]. Kim and Kumar [11] proposed
an approach based on model predictive control that allows
each vehicle to optimize its movement locally in a distributed
manner with respect to any objective of interest. A detailed
discussion of the research efforts in this area that have been
reported in the literature to date can be found in [12].

In earlier work, a decentralized optimal control framework
was established for coordinating online CAVs in different
transportation scenarios, e.g., merging roadways, urban in-
tersections, speed reduction zones, and roundabouts. The
analytical solution without considering state and control con-
straints was presented in [13], [14], and [15] for coordinating
online CAVs at highway on-ramps, in [16] at two adjacent
intersections, and in [17] at roundabouts. The solution of the
unconstrained problem was also validated experimentally at
the University of Delaware’s Scaled Smart City using 10
CAV robotic cars [18] in a merging roadway scenario. The
solution of the optimal control problem considering state
and control constraints was presented in [19] at an urban
intersection.

However, the policy designating the sequence that each
CAV crosses the intersection in the aforementioned ap-
proaches, was based on a first-in-first-out queue, imposing
limitations on the optimal solution. Moreover, no lane chang-
ing, or left and right turns were considered. In this paper, we
formulate an upper-level optimization problem, the solution
of which yields, for each CAV, the optimal sequence and lane
to cross the intersection. The effectiveness of the solution is
illustrated through simulation.

The structure of the paper is organized as follows. In
Section II, we formulate the problem of vehicle coordination
at an urban intersection and provide the modeling framework.
In Section III, we briefly present the analytical, closed form
solution for the low-level optimization problem. In Section
IV, we present the upper-level optimization problem the
solution of yields, for each CAYV, the optimal sequence and
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Fig. 1. A signalized-free intersection.

We offer concluding remarks in Section VI.

II. PROBLEM FORMULATION
A. Modeling Framework

We consider CAVs at a 100% penetration rate crossing
a signalized-free intersection (Fig. 1). The region at the
center of the intersection, called merging zone, is the area of
potential lateral collision of the vehicles. The intersection has
a control zone inside of which the CAVs can communicate
with each other and with the intersection’s crossing protocol.
The crossing protocol, defined formally in the next subsec-
tion, stores the vehicles’ path trajectories from the time they
enter until the time they exit the control zone. The distance
from the entry of the control zone until the entry of the
merging zone is S. and, although it is not restrictive, we
consider to be the same for all entry points of the control
zone. We also consider the merging zone to be a square
of side S,,, (Fig. 1). Note that the length .S, could be in the
order of hundreds of m depending on the crossing protocol’s
communication range capability, while S,,, is the length of a
typical intersection. The CAVs crossing the intersection can
also make a right turn of radius R,, or a left turn of radius
R; (Fig. 1). The intersection’s geometry is not restrictive in
our modeling framework, and is used only to determine the
total distance travelled by each CAV inside the control zone.

Let N'(t) = {1,...,N(t)}, N(t) € N, be the set of CAVs
inside the control zone at time ¢ € RT. Let tlf be the assigned
time for vehicle ¢ to exit the control zone. There is a number
of ways to assign tlf for each vehicle i. For example, we
may impose a strict first-in-first-out queuing structure [19],
where each CAV must exit the control zone in the same order
it entered the control zone. The policy, which determines
the time t{ that each vehicle 7 exits the control zone, is

the result of an upper-level optimization problem and can
aim at maximizing the throughput of the intersection. On
the other hand, deriving the optimal control input (minimum
acceleration/deceleration) for each vehicle i from the time ¢)
it enters the control zone to achieve the target t{ can aim at
minimizing its energy [20].

In what follows, we present a two-level, joint optimization
framework: (1) an upper level optimization that yields for
each CAV ¢ € AN(t) with a given origin (entry of the
control zone) and desired destination (exit of the control
zone) the sequence that will be exiting the control zone,
namely, (a) minimum time t{ to exit the control zone and
(b) optimal path including the lanes that each CAV should
be occupying while traveling inside the control zone; and (2)
a low-level optimization that yields, for CAV ¢ € N(t), its
optimal control input (acceleration/deceleration) to achieve
the optimal path and tf derived in (1) subject to the state,
control, and safety constraints.

The two-level optimization framework is used by each
CAV i € N(t) as follows. When vehicle ¢ enters the control
zone at t9, it accesses the intersection’s crossing protocol
that includes the path trajectories, defined formally in the
next subsection, of all CAVs inside the control zone. Then,
vehicle ¢ solves the upper-level optimization problem and
derives the minimum time ¢; to exit the control zone along
with its optimal path including the appropriate lanes that it
should occupy. The outcome of the upper-level optimization
problem becomes the input of the low-level optimization
problem. In particular, once the CAV derives the minimum
time t{ , it derives its minimum acceleration/deceleration
profile, in terms of energy, to achieve the exit time tlf .

The implications of the proposed optimization framework
are that CAVs do not have to come to a full stop at the in-
tersection, thereby conserving momentum and energy while
also improving travel time. Moreover, by optimizing each
vehicle’s acceleration/deceleration, we minimize transient
engine operation [21], and thus we have additional benefits
in fuel consumption.

B. Vehicle Model, Constraints, and Assumptions

In our analysis, we consider that each CAV i € N (¢) is
governed by the following dynamics

Pi = vi(t)
0; = ui(t) (1)
5i = & - (vr(t) — vi(t))

where p;(t) € P;, vi(t) € V;, and u;(t) € U, denote the
position, speed and acceleration/deceleration (control input)
of each vehicle i inside the control zone at time ¢ € [t0,¢/],
where ¢ and tlf are the times that vehicle ¢ enters and exits
the control zone respectively; s;(t) € S;, with s;(t) =
pr(t) — pi(t), denotes the distance of vehicle i from the
CAV k € N (t) which is physically immediately ahead of
¢ in the same lane, and &; is a reaction constant of vehicle
i. The sets P;,V;, U;, and S;, © € N(t), are complete and
totally bounded subsets of R.
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Let z;(t) = [pi(t) vi(t) s:(t)]" denote the state of each
vehicle 7 taking values in X; = P; x V; x §;, with initial
value z;(t?) = 29 = [p? o? SO]T, where p? = p;(t?) = 0,
v = v;(t?), and sY = sz(t?) at the entry of the control zone.
The state space X; for each vehicle i is closed with respect to
the induced topology on P; x V; X §; and thus, it is compact.
We need to ensure that for any initial state (¢, 2?) and every
admissible control u(t), the system (1) has a unique solution
z(t) on some interval [t?,tlf ]. The following observations
from (1) satisfy some regularity conditions required both on
the state equations and admissible controls u(t) to guarantee
local existence and uniqueness of solutions for (1): a) the
state equations are continuous in v and continuously differ-
entiable in the state x, b) the first derivative of the state
equations in x, is continuous in u, and c) the admissible
control u(t) is continuous with respect to t.
To ensure that the control input and vehicle speed are
within a given admissible range, the following constraints
are imposed.

Ui, min S Us (t) S Ui mazx and (2)

0< Umin S Ui(t) S Umaz vVt € [t'LO? f] (3)

where U min, Ui maee are the minimum deceleration and
maximum acceleration for each vehicle i € A(¢), and
Umins Umae are the minimum and maximum speed limits
respectively.

To ensure the absence of rear-end collision of two con-
secutive vehicles traveling on the same lane, the position
of the preceding vehicle should be greater than or equal to
the position of the following vehicle plus a predefined safe
distance d;(t). Thus we impose the rear-end safety constraint

si(t) = & - (pr(t) = pi(1)) = 6(1), Ve e [10,¢]]. @

177
We consider constant time headway instead of constant
distance that each vehicle should keep when following the
other vehicles, thus, the minimum safe distance J;(t) is
expressed as a function of speed v;(¢) and minimum time
headway between vehicle ¢ and its preceding vehicle k,
denoted as p;.

8;(t) = vi + pi - vilt), ¥t € [t2,¢]], (5)

where ~; is the standstill distance (i.e., the distance between
two vehicles when they both stop).

A lateral collision can occur if a vehicle j € N (t) cruising
on a different road from ¢ inside the merging zone. In this
case, the lateral safety constraint between ¢ and j is

si(t) = & - (pja(t) — pa(1)) = 6i), Ve € [t0,¢]),  (6)

177
where p; ;(t) is the distance of vehicle j from the entry point
that vehicle 7 entered the control zone.

Definition 1. The set of all lanes at the roads of the
intersection is denoted by £ :={1,..., M}, M € N.

Definition 2. For each vehicle i € N(¢), the function ;(¢) :
[t9,¢/] — L yields the lane the vehicle i occupies inside the

control zone at time ¢.

Definition 3. For each vehicle ¢ € N(¢), the pair of the
cardinal point that the vehicle enters the control zone and
the cardinal point that the vehicle exits the control zone is
denoted by o;.

For example, based on Definition 3, for a vehicle ¢ that
enters the control zone from the West entry (Fig. 1) and exits
the control zone from the South exit, o; = (W, .S).

Definition 4. For each vehicle ¢ € AN(¢), the function
touts (Di(0), (1)) = Py x £ — [t9,t]], is called the path
trajectory of vehicle ¢, and it yields the time when vehicle ¢
is at the position p;(t) inside the control zone and occupies

lane 1;(t).

Definition 5. The intersection’s crossing protocol is denoted
by II(¢) and includes the following information

H(t) = {tl)mli(pi(t)ali(t))vl ( ) Oht?vt{} (7
Vie N(t),t e RT.

Remark 1. The vehicles traveling inside the control zone
can change lanes either (1) in the lateral direction (e.g.,
move to a neighbor lane), or (2) when making a right (or a
left) turn inside the merging zone. In the former case, when
the vehicle changes lane it travels along the hypotenuse dy
of the triangle created by the width of the lane and the
longitudinal displacement dp if it had not changed lane.
Thus, in this case, the vehicle travels an additional distance
which is equal to the difference between the hypotenuse dy
and the longitudinal displacement dp, i.e., dy — dp.

Remark 2. When a vehicle is about to make a right turn it
must occupy the right lane of the road before it enters the
merging zone. Similarly, when a vehicle is about to make
a left turn it must occupy the left lane before it enters the
merging zone.

In the modeling framework presented above, we impose
the following assumptions:

Assumption 1. The vehicle’s additional distance dy — dp
traveled when it changes lanes in the lateral direction can be
neglected.

Assumption 2. Each CAV i € N () has proximity sensors
and can communicate with other CAVs and the crossing
protocol without any errors or delays.

The first assumption can be justified since we consider an
intersection and the speed limit inside the control zone is
relatively low, hence dy = dp. The second assumption may
be strong, but it is relatively straightforward to relax it as
long as the noise in the communication, measurements and
delays are bounded. In this case, we can determine upper
bounds on the state uncertainties as a result of sensing or
communication errors and delays, and incorporate these into
more conservative safety constraints.

When each vehicle ¢ with a given o; enters the control
zone, it accesses the intersection’s crossing protocol and
solves two optimization problems: (1) an upper-level op-
timization problem, the solution of which yields its path
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trajectory t,, 1, (pi(t),1;(t)) and the minimum time t/ to
exit the control zone; and (2) a low-level optimization
problem, the solution of which yields its optimal control
input (acceleration/deceleration) to achieve the optimal path
and t{ derived in (1) subject to the state, control, and safety
constraints.

We start our exposition with the low-level optimization
problem, and then we discuss the upper-level problem.

III. LOW-LEVEL OPTIMIZATION

In this section, we consider that the solution of the upper-
level ofptimization problem is given, and thus, the minimum
time ¢] for each vehicle ¢ € A/(¢) is known, and we focus
on a low-level optimization problem that yields for each
vehicle ¢ the optimal control input (acceleration/deceleration)
to achieve the assigned tlf subject to the state, control, and
safety constraints.

Problem 1. Once t{ is determined, the low-level problem
for each vehicle i € N (t) is to minimize the cost functional
J;(u(t)), which is the L-norm of the control input in [t?,t]]

177

4

S a, (®)

min J;(u(t)) = 7/75

u(t)eU; 2 Jyo
subject to : (1),(2),(3),(4),
and given t9, v, t{, pi(t)), Pi(t{),

where p;(t) = 0, while the value of p; (t{)for eachi € N(t)
depends on o; and, based on Assumption 1, can take the
following values (Fig. 1): (1) pi(t{) = 25, + Sp, if the
CAV crosses the merging zone, (2) pi(t{) =25, + ”gr, if
the CAV makes a right turn at the merging zone, and (3)
pi(tlf) =25, + %R’, if the CAV makes a left turn at the
merging zone.

For the analytical solution of (8), we formulate the Hamil-
tonian

H;(t,pi(t), vi(t), si(t), ui(t))
= %ui(t)? TN i) F AT i) + A7 - G- (ok(t) — vilt))

+pg (W (t) - Umar) + ,uli) : (umin — U (t))
i (8) = - ui(t)
115 - (pi - ui(t) — & (vr(t) — vs(1))), 9)

where A, \Y, and \§ are the influence functions [22], and
uT is the vector of the Lagrange multipliers. To address
this problem, the constrained and unconstrained arcs will be
pieced together to satisfy the Euler-Lagrange equations and
necessary condition of optimality.
For the case that none of the state and control constraints
become active, the optimal control is [23]
wi(t) = (a; —b; - &) -t + e, t € [t9,8]].

1771

(10)

Substituting the last equation into (1) we find the optimal

speed and position for each vehicle, namely

1
vi(t) = Glai = b &) 8 e t+diy t € [1,6]], (D)

1 1
ﬁ@=gw—mf»ﬁ+§wﬂ+mw+a,um

te e,
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where a;, b;, ¢;, d; and e; are constants of integration that can
be computed by the initial, final, and transversality conditions
[23].

IV. UPPER-LEVEL OPTIMIZATION

When a vehicle ¢ € N (t), with a given o;, enters the con-
trol zone, it accesses the intersection’s crossing protocol and
solves an upper-level optimization problem. The solution of
this problem yields for i the path trajectory t,, ;, (pi(t), li(t))
and the minimum time tlf to exit the control zone. In
our exposition, we seek to derive the minimum t{ without
activating any of the state and control constraints of the
low-level optimization Problem 1. Therefore, the upper-level
optimization problem should yield a tif such that the solution
of the low-level optimization problem will result in the
unconstrained case (10) - (12).

There is an apparent trade off between the two problems.
The lower the value of t{ in the upper-level problem, the
higher the value of the control input in [t?,t{ | in the low-
level problem. The low-level problem is directly related to
minimizing energy for each vehicle (individually optimal
solution). On the other hand, the upper-level problem is
related to maximizing the throughput of the intersection,
thus eliminating stop-and-go driving (social optimal solu-
tion). Therefore, by seeking a solution for the upper-level
problem which guarantees that none of the state and control
constraints become active may be considered an appropriate
compromise between the two.

For simplicity of notation, for each vehicle i € N(t) we
write the optimal position (12) of the unconstrained case in
the following form

pi(t) =iz t°+ i t*+ i1t +dio, tE [t%tlf],
(13)

where ¢; 3, ¢i2,¢i1,Pi0 € R are the constants of integra-

tion derived in the Hamiltonian analysis, in Section III, for
the unconstrained case.

Remark 3. For each i € N (t), the optimal position (13) is
a continuous and differentiable function. Based on (3), it is
also an increasing function with respect to t € RT.

Next, we investigate some properties of (13).

Lemma 1. For each i € N (t), the optimal position p} given
by (13) is an one-one function.

Proof. Since, for each ¢ € N (t), pf(t) is an increasing
function with respect to ¢ € R and from (3), for any
ti,ta € [t 4], 2 (1) # P} (t2). O
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Corollary 1. Since, for each i € N(t), (13) is an one-one
function, there exist an inverse function p}(t)~! such that

pit) P =wis PP twio PP win ptwie,  (14)

where w;3,w;2,w;1,wio € R are constants that are a
Junction of ¢; 3, ¢i2, $i, Gio-
Remark 4. For each i € N'(t), t € [t9,t]], we rewrite (13)
as follows

Pi(t) =i 13+ Gin 17+ dit - ti + Bio.
Lemma 2. Let pi(t)~' be the inverse function of
(13) for each vehicle i € N(t). Then the con-

stants @i 3, Pi2,0i1, 050 € R can be derived by
w; 3, Wi 2,W;i 1, wi0 € R,

5)

Proof. Due to space limitation the proof is omitted. However,
the result is trivial. [

Remark 5. The inverse function p;(t)~! = t;(p*(t)), where
t;i(p*(t)) € [t?,t{], yields the time that vehicle i € N (t) is
at the position p}(t) inside the control zone.

Lemma 3. For each i € N (t), the domain of t;(p*(t)) is
the closed interval [p;(10), p;(t]))].

Proof. Since, for each i € N (t), pi(¢) is an increasing
function in [¢2, /], then by the Intermediate Value Theorem,

177

p; (t) takes values on the closed interval [p;(?), pi(t{ ). O

Corollary 2. Since pi(t) is a continuous and one-one
function in [t9,t]] for each i € N'(t), then t;(p*(t)) is also
continuous.

Corollary 3. For each i € N(t), p'(t;(p(t))) # 0 for
all p € [pi(t?),pi(tzf)]. Hence, t;(p*(t)) is differentiable in
[pi (£9), pa(t])]

Lemma 4. For each i € N(t), t;(p*(t)) is an increasing
Sfunction in [pi(t?),pi(tzf)].

Proof. From Lemma 3, for each i € A (¢) the domain of
ta(p*(8)) s [pi(t), pa(t])] Let pi(1) < an < az < py(t])
with ¢; (pz (t(z)) < ti(al). If we had ¢; (pz (t?)) >t (062), then
by applying the Intermediate Value Theorem to the interval
[, pi(t])] would give an o with ap < as < pi(t/) and
ti(ps(t?)) = t;(a3) contradicting the fact that t;(p*(t)) is
one-one on [p;(t9), ps(t7)]. O

Since each vehicle ¢ € MN(t) can change lanes inside
the control zone, its position should be associated with the
function ;(¢t) (Definition 2) that yields the lane vehicle ¢
occupies inside the control zone at t.

Definition 6. The position of each vehicle i € N (t) using
lane [;(t), m € L, is denoted by p; ;(t,1).

Based on Definition 6, we augment the optimal position
of i € N(t) given by (13) to capture the lane that vehicle 7
as follows

pi(t,1) =p"(t) - () +p*(t) - Lo (1) + -+ (t) - Lns (1),
te[t9,t], (16)
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where I,,(1), m € L, is the indicator function with I,,,(I =
m) = 1, if ¢ occupies lane m € L and I,,(I # m) = 0
otherwise. For each vehicle ¢ € N (t), the inverse function
of (13) enhanced with the lane that vehicle 7 occupies is the
path trajectory (Definition 4) and can be written as follows

tpot, (Pi(), (1)) = wiyz - ) (4,1) + wiz - Py (L,1)

+wi - pi(t, 1) + wio. 17

The path trajectory tp, 1, (p;i(t),1;(t))) yields the time that
vehicle 7 is at the position p;(t) inside the control zone and
occupies lane /;(¢) and is used as the cost function for the
upper-level optimization problem.

In the upper-level optimization problem, each vehicle ¢ €
N (t) derives its optimal path trajectory which yields the
minimum time ¢; that vehicle ¢ exits the control zone along
with the lane [* € L that should occupy at each p;. To
formulate this problem, we need to minimize (17), evaluated
at pi(t{), with respect to w; 3,w; 2,w; 1,w;,o that determine
the shape of the path trajectory of the vehicle in [p?, pzf |. Note
that the value of pi(tzf ) for each i € N(t) depends on o; and,
based on the Assumption 1, it can be equal to (see Fig. 1): (1)
pi(tzf ) = 2S5, + Sy, if the vehicle crosses the merging zone,
() pi (t{ ) = 28, + ™2=_if the vehicle makes a right turn at
the merging zone, and (3) p; (tlf ) =2S5.+ "TR’, if the vehicle
makes a left turn at the merging zone. For simplicity of
notation, we denote the total distance travelled by the vehicle
i€ N(t) in [t?, t{] with S; tota1, thus pi(t{) =
Hence, the upper-level optimization problem is formulated
as follows.

Problem 2.

i,total -

wz‘,37wi1,£l>iwnz‘,17wi,0 tp,;,li (Si,totala lz(t))

subject to : (2),(3),(4), and given t?, v?, t{, pi(t?), pl(tqf)

(18)

From Lemma 2, the constants ¢; 3, ®;2,%i1,%i0 € R
corresponding to the constraints imposed through (13) can
be derived by w; 3,w; 2, w;1,w;0 € R. This is a nonlinear
programming problem that each vehicle can solve using
Lagrange multiplier theory.

V. SIMULATION RESULTS
A. Validation of Upper-Level Optimization

To evaluate the effectiveness of the solution of the pro-
posed upper-level optimization problem, we conduct a sim-
ulation in MATLAB. The simulation setting is as follows.
The intersection contains two roads, each of which has one
lane per direction. The length of each direction is 300 m,
the merging zone of the intersection is 25 m by 25 m, and
the entry of merging zone is located at 125 m from the
entry point for both directions. The maximum and minimum
speed are 18 m/s and 2 m/s, respectively. The maximum
and minimum acceleration are 3.0 m/s? and -3.0 m/s>.
The safety (minimum allowed) headway is 1.0 s, and the
standstill distance is 1.5 m. Six vehicles are entering into
the intersection from three directions at different time steps.
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Since vehicle 1 is the first vehicle in the network, it cruises
through the intersection without any constraints imposed.
The trajectories of all vehicles along with the safety distance
are shown in Fig. 2. Negative values of the safety distance
means violation of the rear-end constraint. We see from
Fig. 2 that both rear-end and lateral collision constraints are
satisfied. The control input (acceleration) and speed profiles
for the vehicles in the network is shown in Fig. 3. We note
that for all vehicles driving through the intersection, none of
the acceleration and speed constraints are activated.

PES
’ ’ A= = ven#2
/ Veh #4
¥ = = Veh#6

S

Distance (m)
Safety Distance (m)
1

o
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\
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Veh #3 ’ \ i
Veh #4 \
Veh #5 \ \!
— = Veh#6 ~
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Fig. 2. Trajectories and safety distances of vehicles.
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Fig. 3. Speed and control profiles of vehicles.

VI. CONCLUDING REMARKS

In this paper, we formulated an upper-level optimization
problem, the solution of which yields, for each CAV, the
optimal sequence and lane to cross the intersection. The
effectiveness of the solution was illustrated through simula-
tion. We showed, through numerical results, that vehicles are
successfully crossing an intersection without any rear-end or
lateral collision. In addition, the state and control constraints
did not become active for the entire trajectory for each
vehicle. While the potential benefits of full penetration of
CAVs to alleviate traffic congestion and reduce energy have
become apparent, different penetrations of CAVs can alter
significantly the efficiency of the entire system. Therefore,
future research should look into this direction.
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